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ABSTRACT   

Diabetes is one of the impactful diseases that affect humans’ health rigorously. Early diagnosis of diabetes will assist health care 

systems to decide and act according to counter measures. This paper focuses on obtaining an automated tool that will predict 

diabetic tendency of a patient. The system proposed by this paper contains two ensemble classifiers- Voting ensemble classifier 

and Stacking Ensemble classifier. Both of these methods exhibits better results while compared to other classifiers. Stacking 

ensemble classifier even performs better than voting ensemble classifier with an accuracy of 79.87%. 
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1. Introduction 

Diabetes occurs when blood glucose or blood sugar of human is too high. It is the main source of energy. It originated from the 

food when human will take it. Insulin is a hormone made by the pancreas. It helps glucose from food into human cells for creation 

of energy. If insulin is not created well then Glucose stays within blood and doesn’t reach respective cells. It creates health 

problem and till now it is not possible to cure diabetes without medicine/ injecting insulin for making a human healthy. Common 

types of diabetes are mostly type 1, type 2, and gestational diabetes. In type 1 diabetes, body produces very little or no insulin. It 

means that body needs daily insulin injections to maintain blood glucose levels under control. Type 2 diabetes, means body does 

not make good use of the insulin that it requires to produce. The treatment of type 2 diabetes is healthy lifestyle, including 

increased physical activity and healthy diet. However, over time most people with type 2 diabetes may require oral drugs and/or 

insulin to keep their blood glucose levels under control.  

 

Daily generated electronic health care records can be utilised in early prediction of any disease. Timely detection and screening 

play leading role in prevention of disease like diabetes. This paper focuses on predicting diabetes beforehand so that counter 

measures can be suggested. Prediction of diabetes will assist health care systems to handle this disease carefully.  

Data mining and knowledge discovery approaches are considered for obtaining an automated tool for diagnosing diabetes disease. 

This paper explores and applies Machine learning (ML) algorithms to differentiate between diabetic and non-diabetic patients. An 

automatic and adaptive technique is used by machine learning methods to achieve that classification. Given a set of messages, ML 

methods can obtain information and later can use the acquired information to classify unknown new messages.Supervised 

machine learning approaches are utilized in this field that takes patient’s record as input and detect diabetes tendency beforehand. 

To address the problem of diabetes detection, classification techniques are implemented that maps input variable to target classes 

by considering training data.  

 

The input variables include several parameters such as, number of pregnancies, patient’s age, blood pressure, insulin taken, BMI 

percentage, Glucose level, Diabetes Pedigree function, Skin Thickness. All these data turn out to be good predictors while 

identifying diabetic patient. The predictive models can act as a tool to analyse the information of patients about their past health 
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history records and their chances of being diabetic which in turn help the doctors to take informed decisions and prescribe 

medicines accordingly.  

This paper works for improving the machine learning approaches in order to enhance the efficiency in diabetes prediction using 

medical data. In this paper, numerous classifier models such as Multi-layer Perceptron, Naïve Bayes Classifiers, Decision Tree 

Classifiers and K-nearest neighbors are employed to predict diabetic tendency of patients. These classifiers are capable enough to 

indicate promising results in terms of prediction. However, objective of this paper is to increase efficiency of prediction tool. 

Among the aforementioned classifiers, the best two models are selected for obtaining ensemble classifiers. For implementing 

these ensemble classifiers, two strategies such as Voting based and Stacking based are presented in this paper. Finally, this study 

has shown that Stacking ensemble classifier performs well over its peer classifiers.  

2.Related Works 

Mishra et. al. in [1], filter based feature selection methods were used based on Diabetes disease. Filter based feature selection 

methods include Chi-square method, Information gain method, Cluster Variation method and Correlation method and three 

classifiers such as RBF, IBK and JRip accompanied to estimate the performance of the algorithms. Filter based feature selection 

method has drawn special attention since it enhances the performance of the learning algorithms. 

Gnana et. al. in [2], for diagnosing diabetes, several machine learning approaches such as probabilistic-based naïve Bayes (NB), 

function-based multilayer perceptron (MLP), and decision tree-based random forests (RF) are used. Different testing methods 

such as 10-fold cross validation (FCV), use percentage split with 66% (PS), and use training dataset (UTD) are implemented to 

evaluate the performance of the machine learning model in terms of accuracy.   

 

Hypoglycemia prediction models using machine learning approaches is developed in [3]. Several machine learning approaches 

such as random forest, SVM, k-nearest neighbor, and naïve Bayes are used for this purpose. Self-monitored blood glucose 

(SMBG) measurements with its sparse nature are used for training and testing purpose along with cross-validation method. 

Zidian Xie et. al. in [4], have carried out prediction of diabetes disease considering six machine learning algorithms such as K-

Nearest Neighbours (KNN), Naive Bayes (NB), Support Vector Machine (SVM), Decision Tree (DT), Logistic Regression (LR) 

and Random Forest (RF). Experimental results indicated that both SVM and KNN reach highest accuracy of 77% for predicting 

diabetes.  

With Deep Neural Network (DNN) and Support Vector Machine (SVM) a system was developed in [5] to predict the diabetes. 

They have taken total 8 significant attributes of patients such as Age, Number of Times Pregnant, Plasma Glucose Concentration, 

Diastolic Blood Pressure, Body Mass Index etc. and got 77.86% accuracy. 

An experiment on Diabetes diagnosis is conducted in [6] where Naive Bayes (NB), J48, SMO, MLP, and REP Tree algorithms are 

employed. Results have indicated that SMO gives 76.80% accurate results on diabetes dataset. Aljarullah et al. in [7] carried out a 

research on detecting type-2 diabetes. For this purpose, J48 algorithm is proposed and implementation of this algorithm is 

constructed using decision tree. The accuracy of the model is 78.1768%. 

3.Proposed Methodology 

The system flow diagram is shown in Figure.1. In subsequent sections different modules related to the proposed method are 

explained. 

  

 

 

 

 

 

 

 

 

 

 

 

Figure1. System Flow Diagram 

 

 

3.1 Dataset Collection 

In this framework, Pima Indian women dataset from uci machine learning repository [8] is utilized for predicting diabetic 

tendency of a patient. The dataset can be formulated as collection of attributes that include several criterions for detecting diabetic 

tendency such as number of pregnancies, patient’s age, blood pressure, insulin taken, BMI percentage, Glucose level, Diabetes 

Pedigree function, Skin Thickness, Outcome (Diabetic/Non-diabetic). However, the attribute ‘outcome’ is utilized as a target class 

of the prediction.  

The dataset is partitioned into training set and testing dataset. 80% of the dataset is allocated for the training set whereas testing 

dataset need 20% of the dataset.  

 

3.2. Classifiers Models 

A classifier maps input variable to target classes by considering training data. The objective of using classifier is to predict 

whether a patient has diabetic tendency or not. The training set is fitted to classifier model and later prediction is obtained for test 

set.  
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3.2.1 Description of Phase-1 Classifiers 

a. Naive Bayes Classifier 

The Bayesian classification [9] acts as a fundamental probabilistic model that exploits the concept of Bayes Theorem [10] of 

Conditional Probability. By demonstrating the use of statistical method along with supervised technique this method obtains 

classification result. Prediction results are provided by this method by influencing the probabilities of the results. The result 

provided by this classifier is quite effective in practice even if its probability estimates are inaccurate. This classifier acquires a 

very promising result in the following scenario- when the features are independent or features are completely functionally 

dependent. The accuracy of this classifier is not related to feature dependencies rather than it is the amount of information loss of 

the class due to the independence assumption is needed to predict the accuracy [9].   

b. Multi-Layer Perceptron Classifier 

Multi-layer perceptron [11] can be used as supervised classification tool by incorporating optimized training parameters. For a 

given problem, the number of hidden layers in a multilayer perceptron and the number of nodes in each layer can differ. The 

decision of choosing the parameters depends on the training data and the network architecture [11].  

c. K-nearest Neighbour Classifier 

K-Nearest Neighbour Classifiers [12], often known as lazy learners, identifies objects based on closest proximity of training 

examples in the feature space. The classifier considers k number of objects as the nearest object while determining the class. The 

main challenge of this classification technique relies on choosing the appropriate value of k [12].  

d. Decision Tree Classifier 

A Decision Tree (DT) [13] is a classifier that exemplifies the use of tree-like structure. It gains knowledge on classification. Each 

goal variable is denoted as a leaf node of DT and non-leaf nodes of DT are used as a decision node that indicates certain test. The 

outcomes of those tests are identified by either of the branches of that decision node. Classification results are obtained from this 

model by starting from the beginning at the root this tree are going through it until a leaf node is reached. This can be useful for 

forecasting the goal based on some criterion by implementing and training this model.  

 

3.2.2 Implementation of the Phase-1 classifiers 

In this framework classifiers are trained using appropriate parameters. For maximizing the performance of these models, default 

parameters may not be sufficient enough. Adjusting these parameters will produce enhanced predictive models which may be 

regarded as the optimised one while detecting recruitment possibilities.  

This framework utilised MLP classifier as a collection of 5 hidden layers of size 128, 64, 32, 16 and 8 respectively. The K-NN 

classifier gives a promising result for the value k=5 considering all the evaluating metric. For naïve bayes classifier, multinomial 

naïve bayes classifier is employed. The decision tree classifier implemented in this paper uses Gini index while choosing objects 

from dataset. The nodes of the decision tree are expanded until all leaves are pure or until all leaves contain less than minimum 

number of samples. In this case, minimum number of samples is assigned a value as 2.  

 

3.3 Selection Phase and Performance Measure Metrics 

While evaluating performance skill of a model, it is necessary to employ some metrics to justify the evaluation. These metrics are 

used as selectors in the Selection phase. The purpose of selectors is to pick up top models based on their performances. During 

selection phase, the abovementioned classifier models are compared with respect to the following performance evaluation metrics. 

Use of these metrics will assist in identifying best problem solving approach. 

   

Accuracy [14] is a metric that ascertains the ratio of true predictions over the total number of instances considered. However, the 

accuracy may not be enough metric for evaluating model’s performance since it does not consider wrong predicted cases. For 

compensating the above mentioned problem, we consider two more metrics known as, Recall[14] and Precision[14]. Precision 

[14] identifies the ratio of correct positive results over the number of positive results predicted by the classifier. Recall [14] 

denotes the number of correct positive results divided by the number of all relevant samples. F1-Score or F-measure [14] is a 

parameter that is concerned for both recall and precision and it is calculated as the harmonic mean of precision and recall. Cohen-

Kappa Score [15] is a statistical measure that has been considered as an evaluating metric in this paper. For classification problem 

this metric finds out inter-rate agreement for qualitative items. Mean Squared Error (MSE) [14] is another evaluating metric that 

measures absolute differences between the prediction and actual observation of the test samples. A better performing model is 

selected based on lower value of MSE and higher values of accuracy, F1-Score, and Cohen-kappa score.  

This selection phase identifies top two models from phase-1 classifiers based on their performance. These classifiers are given as 

input for phase-2 classifiers.  

 

3.4 Implementation of Phase-2 Classifiers 

A group of dissimilar classifiers can be accommodated into a single platform to further improve the classification accuracy of the 

entire system. A couple of machine learning algorithms work on the identical problem to obtain enhanced classification accuracy. 

In phase-2 classifiers, two different ensemble strategies are employed. These are described as follows- 

3.4.1 Voting Ensemble Classifier 

Using voting strategy, it is potential to make a good choice out of multiple possible solutions. Hence, multiple classifiers may cast 

their preference for one or more solutions. Considering majority preferences, final decision is drawn for problem-solving 

approach. It is possible to obtain a better solution when several potential algorithms work towards the same problem domain. 

Using ensembles of different classifiers has the advantage that not all of them will make the same mistake [16].  

3.4.2 Stacking Ensemble Classifier 
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Stacked generalization ensembles dissimilar machine learning methods, each of them estimates its own generalizing biases based 

on given training set and then filter out those biases. This model consists of two types of models- level 0 models and level 1 

model. Several base models are accommodated in level 0 whereas level 1 model consists of one meta-model. Stacked 

generalization ensures that meta-model learns from the predictions of level-0 models. Generally introducing meta-model over the 

level-0 models obtains more accurate prediction over the best level-0 model [17].  

 

The stacking ensemble classifier differs from voting ensemble strategy in the sense that the first one requires two levels to be 

present within the model. Use of level-1 model makes stacked generalization method more efficient.  

In this methodology, selection phase provides two best models which are assembled in these ensemble classifiers. Using voting 

classifier, the prediction of two models from phase 1 are combined using hard voting strategy. In case of stacked generalization 

method, these two models are used as level-0 base models and one of them is used as meta-model. Both of these ensemble 

methods are implemented on the same learning set and predictions are compared in order to identify the best predictive model. 

The best predictive model is recommended for attaining early predicting diabetes diagnosis system.  

3.5 Algorithm 
The following algorithm briefs about the entire methodology executed in this paper. The execution of this algorithm starts with 

collecting dataset and ends up with providing enhanced prediction for diabetes diagnosis.  

Algorithm for Diabetes Prediction: 

Step-1:  Obtain the dataset as D= { fi } where each fi denotes attribute and  i ranges from 1 to n. 

Step-2: Split D into D1 and D2 such that (0.8*D) ∈ D1 and (D-D1) ∈ D2. 

Step-3: Use classifier set C={C1,C2,C3,C4} and fine-tune each Ci’s if necessary. 

Step-4: Fit D1 as the training set to each Ci.  

Step-6: Use dataset D2 for testing and prediction.  

Step-7: a. Compare actual and obtained prediction results of each Ci’s with respect to performance evaluation metric set 

P={P1,P2,P3,P4}  

 b. Prepare set Score as {S1, S2, S3, S4} such that each Si indicates score for each Ci’s. 

Step-8: Choose one classifier Cj that reaches Sj=max (Pi). 

Step-9: Choose another classifier CK that reaches highest SK such that SK < Sj.  

Step-10: a. Obtain a Voting Ensemble Classifier CV that ensembles prediction of Cj and Ck.  

  b. Calculate Score SV with respect to set P. 

Step-11: a. Obtain Stacking Ensemble Classifier CSE that ensembles prediction of Cj and CK. 

 b. Calculate Score SSE with respect to set P. 

Step-12: Compare SV and SSE and find the best performing model. 

 

4. Experimental Results 

In this section, performance of each of the implemented classifiers in this paper is shown with respect to performance evaluation 

metrics.  

Table1. Performance of all implemented Phase-1 Classifiers 

Performance 

Measure Metric 

Accuracy F1-Score Cohen-kappa 

Score 

MSE 

Multinomial 

Naïve Bayes 

Classifier 

63.64% 0.64 0.17 0.36 

Multilayer 

Perceptron 

Classifier 

71.43% 0.71 0.35 0.29 

K-Nearest 

Neighbour 

Classifier 

75.32% 0.75 0.43 0.25 

Decision Tree 

Classifier 

76.62% 0.77 0.46 0.21 

 

Table2. Performance of all ensemble Phase-2 Classifiers 

Performance 

Measure Metric 

Accuracy F1-Score Cohen-kappa 

Score 

MSE 

Voting Ensemble 

Method 

78.57% 0.79 0.44 0.21 

Stacking 

Ensemble Method 

79.87% 0.8 0.51 0.2 

 

 

5.Discussion 

From the aforementioned comparative analysis in Table 1, it is quite visible that the Decision Tree Classifier provides best result 

with respect to all the evaluation metrics. Next, K-Nearest Neighbour Classifier also provides relatively better result than other 
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Phase-1 classifiers except Decision Tree Classifier. These two classifiers are chosen for implementing phase-2 classifiers. In this 

phase, two ensemble methods are proposed in this paper. One is Voting Ensemble method and the other one is Stacking Ensemble 

method. Both of these proposed strategy ensembles the prediction of top two classifiers obtained during selection pane. The target 

of both of these classifiers is to enhance the performance of existing classifiers.  

The purpose the proposed strategy is to boost the prediction outcome by combining the best two classifiers obtained during 

selection pane. In this case, predictions of Decision Tree classifiers and K-Nearest Neighbour Classifier are combined using 

ensemble methods to maximize the performance of prediction tool. Following table2 shows the performance the proposed method 

in terms of evaluation metrics. The results shown in table 2 indicate that voting ensemble method maximizes the efficiency of 

prediction over other phase 1 classifiers. But this method is not giving better result with respect to Cohen-kappa score over 

Decision Tree classifier. So another phase-2 ensemble method comes into play. Stacking ensemble method outperforms even 

better than voting ensemble strategy and finally this method can be used while detecting diabetic patients.  

 

6. CONCLUSION 

Early detection of diabetes plays significant role in the field of health care systems. In this context to assist diagnostic system an 

automated prediction has been carried out using classification algorithms.  Several classifiers are utilised while predicting diabetic 

tendency of a patient. Each of these classifiers considers several interfering factors while detecting diabetic tendency. Top two 

classifiers are selected and utilised for ensemble method. In ensemble method, multiple algorithms are trained on same learning 

set and prediction of each participating class is considered while obtaining the final prediction results.  

Two different approaches of ensemble methods, i.e., Voting Ensemble and Stacked generalized ensemble methods are offered in 

this paper. Each of these combines Decision Tree and K-Nearest Neighbour classifier since they outperform well over their peer 

phase-1 classifiers. Both of these ensemble methods indicate significantly better result over other classifier models. However, 

stacked generalization method shows superior result than voting classifier model. The combined prediction provided by stacked 

generalization method reaches accuracy of 79.87%, F1-Score 0.8, Cohen-Kappa Score 0.51 and MSE 0.2 which is quite efficient 

in terms of diabetic tendency prediction.  
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